
Differential perceptions of and reactions to incivil and
intolerant user comments
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Abstract
Building on recent research that challenges the notion that norm violations in online discussions are inherently detrimental, this study relies on a
distinction between incivil and intolerant user comments and investigates how online users perceive and react to these distinct forms of antinor-
mative discourse online. Conducting a preregistered factorial survey experiment with a nationally representative sample of n¼964 German
online users, we presented participants with manipulated user comments that included statements associated with incivil (profanity; attacks to-
ward arguments) and intolerant discourse (offensive stereotyping; violent threats). The results show that intolerant statements consistently lead
to higher perceptions of offensiveness and harm to society as well as an increased intention to delete the comment containing the statement,
whereas incivil statements do not. An exploratory multiverse analysis further suggests that these effects remain robust across a variety of analyt-
ical decisions.

Lay Summary
Online discussions often violate social norms. People can be rude, use offensive language, or even make threats. But research shows that not
all norm violations are equal. Incivility (e.g., using profanity) is primarily a way of getting attention and can still allow for meaningful discussions.
Intolerance (e.g., using violent threats), on the other hand, is meant to cause harm and goes against what is accepted in a democratic society.
Our study asks whether online users react differently to incivil and intolerant statements in user comments. The results show that users find in-
tolerant comments worse and consider them more harmful than incivil comments. These findings are consistent even when looking at the data
in different ways.
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Citizen now routinely use news websites or social media plat-
forms to discuss societal issues and engage in informal politi-
cal talk (Pennington & Winfrey, 2021; Ziegele et al., 2018).
While from a normative standpoint, online discussions should
represent diverse viewpoints and be respectful and rational,
research has repeatedly highlighted the pervasiveness of inci-
vility: In diverse settings from political discussions on Twitter
(e.g., Theocharis et al., 2020; Unkel & Kümpel, 2022) to
news providers’ websites or their outlets on Facebook (e.g.,
Rossini, 2022; Su et al., 2018), a considerable amount of user
comments seems to contain norm-violating utterances.
Although a growing body of literature has addressed this is-
sue, a key problem is that operationalizations of incivility are
diverse and inconsistent, making comparisons difficult (see
also Chen et al., 2019). Moreover, many studies have failed
to distinguish between impolite and interpersonal disrespect-
ful utterances and those that threaten, damage, or breach
democratic values (Oh et al., 2021; Rossini, 2019, 2022).
This distinction, however, seems crucial when considering the
potential effects of antinormative discourse. While incivil user
comments—defined here in line with Rossini (2019, 2022) as
comments featuring rude, harsh, or vulgar expressions—can
serve strategic goals in discussions and are not necessarily det-
rimental to the quality of debates, intolerant user comments
are those that jeopardize online discourse and, ultimately, so-
cial cohesion. Intolerant utterances deny others of an equal
status and express a harmful or discriminatory intent toward

individuals or groups based on their social identities, preferen-
ces, or beliefs (Rossini, 2019, 2022). Content-analytical stud-
ies have shown that intolerance and incivility occur in
different discussion contexts and “that the core problem of
uncivil society is intolerance, not incivility” (Oh et al., 2021,
p. 104; see also Rossini, 2019, 2022), further pointing to the
need to clearly differentiate between the two types of norm
violations.

This content-analytical research, while essential in terms of
conceptualizing and understanding the prevalence and differ-
ent functions of incivility/intolerance, is based on message
characteristics. However, we still know little about users’ per-
ceptions of and reactions to these types of antinormative dis-
course. Following calls for further experimental research by
Rossini (2022, p. 417) and Muddiman (2019, p. 14), the pre-
sent study investigates how distinct subtypes of incivility (pro-
fanity; attacks toward arguments) and intolerance (offensive
stereotyping; violent threats) in user comments influence on-
line users’ perceptions regarding the comment’s offensiveness
and harm to society as well as their intention to delete the
comment. Understanding users’ perceptions of these different
types of norm violations is not only important for developing
effective moderation policies, but also for promoting a culture
of respectful discourse, and encouraging responsible behavior
in CMC environments. Relying on a preregistered online fac-
torial survey experiment with a nationally representative sam-
ple of n¼ 964 German participants, our results show that
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intolerant statements consistently lead to higher perceptions
of offensiveness and harm to society as well as a higher likeli-
hood to report the intention to delete the comment, whereas
incivil statements do not. An exploratory multiverse analysis
shows that these effects remain robust across a variety of ana-
lytical decisions, including different model specifications and
controlling for theoretically relevant context- and person-
specific characteristics.

Literature review
Incivility versus intolerance: differentiating

antinormative discourse

In the light of a perceived rise of polarization and complaints
about the quality of online discussions, incivility has become
a “concept du jour” (Chen et al., 2019) in recent years, espe-
cially in research about social media (see also Rossini, 2019;
Su et al., 2018). Various CMC theories—such as social pres-
ence theory, the reduced social cue perspective, or the social
identity model of deindividuation effects—suggest that online
information environments are particularly prone to encourage
incivil communication (for an overview, see Kim, 2022). Due
to a lower sense of social presence, the lack of nonverbal cues
such as tone of voice or facial expressions, and processes of
deindividuation (which lessen personal accountability and
heighten conformity to group norms), people tend to be
“more outrageous, obnoxious, or hateful in what they say”
(Brown, 2018, p. 298) in CMC settings. On social media spe-
cifically, algorithmic amplification further boosts the visibility
of incivil comments, which might then lead to even more inci-
vility (Unkel & Kümpel, 2022).

Despite the increase in scholarly activities, incivility is still
considered difficult to define—as evidenced both by respective
claims by researchers (e.g., Rega & Marchetti, 2021;
Theocharis et al., 2020) and the plethora of existing opera-
tionalizations in the literature (for an overview, see Bormann
et al., 2022). However, there is some consensus that incivility
is seen as a violation of norms. While recent research has
identified a whole set of norms that incivil discourse violates
(Bormann et al., 2022), at least two perspectives can be distin-
guished (Chen et al., 2019; Muddiman, 2019; Papacharissi,
2004; Rossini, 2019): (a) incivility as a violation of politeness
norms and (b) incivility as a violation of democratic norms.

The first perspective, which is based on politeness theories
(e.g., Fraser, 1990), regards vulgar or rude remarks, personal
attacks, or the use of disrespectful language as incivil. By
equating incivility with impoliteness, scholars rooted in this
perspective have mainly focused on interpersonal interaction
norms or—as Muddiman (2017) calls it—personal-level inci-
vility. The second perspective, which is based on deliberative
theories (e.g., Gutmann & Thompson, 1996), regards threats
against democracy, stereotyping of marginalized groups, or
discrimination as incivil. Labeled as public-level incivility by
Muddiman (2017), this type of incivility has typically been
conceptualized as more severe and is seen as conveying
“disrespect for the collective traditions of democracy”
(Papacharissi, 2004, p. 267). While some authors avoid the
term “incivility” when referring to the violation of politeness
norms and label respective utterances as impoliteness (e.g.,
Kalch & Naab, 2018; Papacharissi, 2004), others argue that
this is the essence of incivility (e.g., Oh et al., 2021; Rossini,
2019, 2022) and that violations of democratic norms are

better summarized under the term intolerance (Oh et al.,
2021; Rossini, 2019, 2022).

We share the second view in this article and draw on
Rossini’s (2019, 2022) distinction between incivility and
intolerance. Approaching (in)civility as a communicative
practice, she conceptualizes incivility as a context-dependent
feature of discourse that is characterized by the violation of
discussion norms. Thus, incivil comments are defined as com-
ments featuring expressions with a rude, disrespectful, or dis-
missive tone directed at other participants, their arguments,
or at the discussion topic. Rossini (2022, p. 411) differentiates
four subtypes of incivility, namely the use of profane or vulgar
language, personal attacks, aspersions, and attacks toward
arguments. For this study, we are focusing on the first and
last subtype and investigate how the use of profanity (e.g.,
typical four-letter words such as “shit” or “fuck”) and attacks
toward arguments (i.e., dismissing or disqualifying a position)
influence users’ perceptions and reactions. This restriction
was made in consideration of the pervasiveness of these sub-
types in online discussions as well as necessary methodologi-
cal considerations.1 Importantly, being a communicative
practice, incivility is first and foremost a rhetorical tool that
people use to express their opinions or lend emphasis to their
statements (Herbst, 2010; Rossini, 2019). Research has
shown that it can increase attention or one’s awareness of op-
posing viewpoints, and even foster political participation
(Borah, 2014; Lee et al., 2022; Mutz, 2015). Therefore, the
use of vulgar language or swearing may actually be contribut-
ing to forming opinions and understanding other people’s
positions. Especially propositional swearing (i.e., swearing
that is used with intention)—the most likely form in text-
based CMC—is often used to convey emotion or stress a
point in a discussion (Jay & Janschewitz, 2008).

In contrast to incivility, intolerance is conceptualized not as
a matter of tone, but of substance: a set of behaviors that are
threatening to the values of democratic pluralism (Oh et al.,
2021; Rossini, 2022). Accordingly, we define intolerant com-
ments as expressing a harmful or discriminatory intent to-
ward individuals or groups based on their identities,
preferences, or beliefs. Thus, they are closely connected to the
concept of hate speech, which can be seen as a subtype of in-
tolerance that incites hatred or violence of people based on
their belonging to a social group (Kunst et al., 2021; Schmid
et al., 2022). However, in line with Rossini (2022, pp. 404–
405), we rely on the broader concept of intolerance here, as it
is not only restricted to exclusionary language focused on
group-defining characteristics, but also encompasses other
violations of democratic values or moral respect. Overall,
Rossini (2022, p. 411) differentiates eight subtypes of intoler-
ance, ranging from various forms of intolerance (e.g., toward
political positions, sexual or religious freedom) to instances of
racism, offensive stereotyping, and violent threats. Again, we
are focusing on two subtypes in our study, namely offensive
stereotyping (i.e., highlighting personal or cultural features in
offensive ways) and violent threats (i.e., threatening the use of
violence against persons/groups), as these can be clearly dis-
tinguished conceptually and are not limited to certain target
populations or topics. Moreover, in a content analysis of
Brazil’s biggest online news outlet Portal UOL, these two sub-
types were among the most prevalent forms of intolerance
posted in response to political stories on both the outlet’s
website and Facebook page (Rossini, 2019, p. 149). In con-
trast to incivility, intolerance is less context-dependent, as it
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inevitably offends or undermines other people and thus sig-
nals a fundamental lack of mutual respect (Oh et al., 2021;
Rossini, 2022).

Content-analytical research indicates that intolerance and
incivility occur in noticeably different contexts (Oh et al.,
2021; Rossini, 2019, 2022): Intolerance is more likely in dis-
cussions around minorities and policy-related topics—set-
tings, where violations of democratic norms might be
particularly severe. Incivility, on the other hand, is often as-
sociated with meaningful engagement such as calling atten-
tion to injustice or encouraging civic engagement. In terms of
co-occurrence, research shows that about 11% (Rossini,
2022) to 12% (Oh et al., 2021) of incivil comments entail in-
tolerance, while 36% (Oh et al., 2021) to 52% (Rossini,
2022) of intolerant comments also feature incivility. This
suggests that intolerant comments are more likely to be both
intolerant and incivil, but not the other way around. While
these studies provide important insights into the prevalence
and different functions of incivility and intolerance, they are
based on message characteristics. As such, it remains largely
unclear how users perceive these different forms of antinor-
mative discourse.

Perceptions of and reactions to incivility and

intolerance

Studies have repeatedly shown that it is “very much in the
eye of the beholder” (Herbst, 2010, p. 3) whether comments
are perceived as violating norms (Kenski et al., 2019, 2020;
Muddiman, 2019; Stryker et al., 2016, 2022), and, as a re-
sult, whether users feel offended by such comments, discern
them as harmful to society, or believe that corrective actions
are needed. Relying on a national, diverse sample of U.S.
respondents of voting age, Stryker et al. (2022) investigate
how 20 types of “potential incivility” (p. 168) are evalu-
ated. Focusing on the dimensions resembling the subtypes
of incivility (profanity; attacks toward arguments) and in-
tolerance (violent threats; offensive stereotyping) we are in-
terested in, the results show that intolerant utterances—
threatening or encouraging harm and using racial or sexual
slurs—are perceived markedly worse than vulgarity or
attacking one’s stand on issues (i.e., incivil utterances).
However, a problem with this study is that perceptions
were only assessed on a 4-point scale ranging from “not at
all uncivil” to “very uncivil,” and that the different commu-
nicative behaviors were merely described instead of being
presented as actual comments. Nevertheless, the results of
earlier (experimental) survey research provide initial evi-
dence that incivil and intolerant comments are not only con-
ceptually different, but also perceived differently by
individuals (Kenski et al., 2019, 2020; Muddiman, 2019;
Stryker et al., 2016, 2022). In the context of our study, we
are interested in two related, but distinct evaluations: per-
ceptions of offensiveness and perceptions of harm to soci-
ety. This allows us to gain insights into both users’ more
personal feelings and the emotional impact of incivility/in-
tolerance as well as more socially oriented considerations
resulting from norm-violating comments in online
environments.

Individuals’ perceptions are closely connected to their reac-
tions and behavioral intentions. Past research has focused on
a variety of reactions to incivil/intolerant comments—often
connected to specific features provided in CMC

environments—such as replying to comments, disliking, or
reporting them (e.g., Gagr�cin, 2022; Kalch & Naab, 2018;
Kunst et al., 2021; Naab et al., 2021; Ziegele et al., 2020). As
Bormann and colleagues (2022) argue, such reactions toward
norm violations can be understood as a form of “explicit dis-
approval” (p. 349). Just like perceptions, this disapproval is
not universal, but differs between communication norms, sit-
uations, and not least individuals. In the context of our study,
we are interested in users’ deletion intention, operationalized
as the decision to remove a specific comment from the discus-
sion. This is an obvious kind of disapproval, as the com-
menter is denied the right to participate in the conversation.
Research on flagging (i.e., notifying platform providers of al-
leged norm violations)—which can be seen as a precursor to
deletions—suggests that hateful comments are more likely to
be flagged than “mere” disparaging comments (Kunst et al.,
2021) and that direct calls for violence are most likely to be
reported (Wilhelm et al., 2020). However, it should be noted
that comments are also flagged for reasons other than norm
violations, such as the use of partisan language (Muddiman
& Stroud, 2017), pointing to the need to consider further con-
text- and person-specific factors (see the next section).

Taken together, theoretical assumptions and content-
analytical research suggest that intolerant utterances (in our
case: offensive stereotyping and violent threats) are “the true
democratic problem” (Oh et al., 2021, p. 105; see also
Rossini, 2022), while incivil utterances (in our case: profanity
and attacks toward arguments) might not only be less prob-
lematic, but—at least in certain situations—can even have
positive effects for societal discourse. Building on the evidence
provided above, we want to investigate how posts containing
the mentioned subtypes of intolerance/incivility affect users’
perceptions of offensiveness, their perceptions of the post’s
harm to society, as well as their intention to delete the post. In
a first step, we are hypothesizing that posts that feature any
kind of antinormative discourse will be perceived as more of-
fensive, more harmful, and more in need of deletion than
posts not containing these utterances:

Posts containing profanity (H1) j attacks toward argu-

ments (H2) j offensive stereotyping (H3) j violent threats

(H4) will lead to (a) higher perceptions of offense, (b)

higher perceptions of harm to society, and (c) higher dele-

tion intentions than posts that do not contain the respec-

tive norm violation.

However, in direct comparison and in line with our reason-
ing, posts featuring intolerance should have stronger effects
on perceptions and reactions than posts featuring incivility.
Accordingly, we hypothesize:

H5: The effects on (a) perceptions of offense, (b) percep-

tions of harm to society, and (c) deletion intentions of post

features associated with intolerance (offensive stereotyp-

ing, violent threats) will be stronger than the effects of post

features associated with incivility (profanity, attacks to-

ward arguments).

The influence of context- and person-specific factors

Perceptions of and reactions to incivil and intolerant user
comments may be influenced not only just by their “degree”
of norm violations, but also by context-specific factors that
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relate, for example, to users’ attitudes toward the topic in
question (e.g., Borah, 2014; Kalch & Naab, 2018; Kim &
Park, 2019; Muddiman, 2019). More specifically, users who
have strong opinions about the subject matter should perceive
an antinormative comment that (implicitly) criticizes their
stance more negatively. Closely related to this, users’ per-
ceived similarity to the commenting person (e.g., regarding
social status, partisan identity) as well as their perceived simi-
larity to the person/group targeted by the norm violation
should influence how offended they feel, how harmful they
perceive the post to be, and their intention to delete the post.
In congruence with theories of motivated reasoning (Kunda,
1990), users are likely to respond differently to incivility/intol-
erance expressed by people perceived to be in their own social
group versus in opposing groups (Chen & Lu, 2017; Kim &
Park, 2019; Muddiman, 2019). Likewise, if a post directly
attacks a specific social group and the user is part of that
group, intolerant utterances in particular might be perceived
as more severe (Costello et al., 2019; Schmid et al., 2022;
Williams et al., 2016).

In addition to these context-specific factors, which are
directly tied to the content of the comment, more stable
person-specific factors could be relevant as well. In political
discussions, characteristics such as users’ position on the left–
right spectrum, their general satisfaction with the political sys-
tem, or their support for free speech could be associated with
how they perceive and react to comments featuring intoler-
ance and/or incivility (Costello et al., 2019; Kenski et al.,
2020; Riedl et al., 2021). Moreover, research has repeatedly
shown that users’ overarching sociodemographic characteris-
tics (especially age, gender, and education), personality traits,
and (social) media use habits are associated with how sensi-
tive they are to incivility and intolerance (Bormann, 2022;
Costello et al., 2019; Kenski et al., 2019, 2020; Schmid et al.,
2022; Ziegele et al., 2020). The mentioned studies provide ev-
idence that, for example, women, older people, and those
scoring high on agreeableness typically experience antinorma-
tive utterances as more severe than men, younger people, and
less agreeable persons do. Research also suggests that an
increased use of social media promotes greater tolerance of
incivil/intolerant comments due to distinct discussion norms
as well as the prevalence and thus “normality” of antinorma-
tive utterances on these platforms (Haslop et al., 2021;
Schmid et al., 2022; Ziegele et al., 2020).

To ensure the robustness of our results, we will thus con-
duct an exploratory multiverse analysis that considers the
above-mentioned context-specific and person-specific factors
in addition to the manipulated incivility and intolerance
subtypes.

Method

We conducted a preregistered online factorial survey experi-
ment with n ¼964 German participants in October 2022.
Data, materials, and analysis scripts are available at https://
doi.org/10.17605/OSF.IO/W92VJ; the preregistration is
available at https://doi.org/10.17605/OSF.IO/EB9R3.

Design and procedure
Factorial survey experiment

The participants were confronted with four manipulated
posts that were allegedly posted by users in response to recent
news articles on an unspecified social media platform (see

Figure 1). They were then asked to rate the posts’ offensive-
ness and harm to society, and to indicate their intention to de-
lete the post. The posts were created by systematically
combining individual statements that either feature or do not
feature characteristics of incivil (profanity j attacks toward
arguments) and intolerant discourse (offensive stereotyping j
violent threats) into coherent posts. In factorial survey termi-
nology, posts can be understood as vignettes with four dimen-
sions and two levels each, leading to a vignette universe of 16
vignettes (2� 2 � 2� 2 design).

Four orthogonal, balanced, and thus D-efficient sets of four
vignettes each were created following literature recommenda-
tions (Dülmer, 2016). The participants were asked to rate
only one randomly assigned vignette set, with vignettes dis-
played in a randomized order. After each post, participants
were asked about their perceptions of the post and their inten-
tion to delete the post. Moreover, they were asked to indicate
how similar they are to the creator of the post and to the
group attacked/mentioned in the post. To prevent learning
and fatigue as well as improve generalizability by accounting
for possible influences of the topic of the post, we created
posts for four different topics (see the next section). Topics
were randomly assigned per participant, with each participant
seeing a post on each topic. However, topics are not treated
as an additional experimental factor, but are instead con-
trolled for in the data analysis (Judd et al., 2012).

Stimuli

The four topics—(1) gender-sensitive language, (2) abortion,
(3) migration, and (4) switching to renewable energies—were
chosen for several reasons: Topics (1) and (4) are currently
the subject of much discussion in the German media
(Grimberg, 2022; von Pokrzywnicki, 2022), while Topics (2)
and (3) can be characterized more as “long-running issues”2

on which people in Germany tend to have rather stable opin-
ions. Moreover, attitudes toward all four topics are likely to
correlate with people’s political attitudes as measured on a
left–right spectrum. In order to provide a broad identification
potential with the alleged posters in the stimulus, they hold a
politically left-leaning opinion in the posts on Topics (2) and
(4), while they hold a politically right-leaning opinion in the
posts on Topics (1) and (3).

Each post consisted of a core statement that remained the
same for every post on a particular topic, and four additional
sentences/clauses that contained or did not contain profanity,
attacks toward arguments, offensive stereotyping, and violent
threats, respectively (see Figure 1). To obtain common argu-
ments and wordings, we first examined online discussions
about these four topics and consulted specialized websites
that cover arguments to debatable issues (e.g., https://www.
procon.org/). Moreover, we scanned the discussions for recur-
ring forms of profanity, offensive stereotyping, etc. Building
on the definitions of incivility and intolerance, statements that
did or did not feature the four norm violations were then cre-
ated for each topic. Particular emphasis was put on creating
structurally similar statements of comparable length. All stim-
ulus wordings and English translations can be obtained from
the Open Science Framework (OSF) repository.

Qualitative expert pretest

Since perceptions of the posts are individual and depend both
on personal characteristics and the specific configuration of
incivility/intolerance, a standard pretest asking participants if
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the post is incivil/intolerant is not suitable for our study.
Instead, to check the adequacy of our operationalizations, we
conducted qualitative interviews with five German-speaking
researchers that are experts in the domain of incivility and not
associated with this research project. They were confronted
with our stimulus material and asked whether the operation-
alization was valid, whether the different combinations of the
statements were plausible, and whether they had any other
comments. Based on these interviews, we then revised the
stimulus material for the study: (a) For the incivility subtype
“attacks toward arguments,” statements were adapted to en-
sure that attacks always clearly refer to arguments (and not to
persons). (b) For the intolerance subtype “violent threats,” a
consistent definition of violence was used, so that in each case
it is nonlethal, physical violence aimed at specific groups of
people. (c) Last, the language was adjusted because it was par-
tially perceived as “too academic.”

Measures
Dependent variables

Offensiveness. After each post, participants were asked
whether they agreed with three statements focusing on their
perceived offensiveness (“The post is . . .” “offensive;”
“hostile;” “hurtful”) on a 7-point scale ranging from does not
apply at all (1) to does fully apply (7), building on Saleem
et al. (personal communication). Three additional statements
focusing on the post’s perceived adequacy (“. . .is accurate;”
“. . .had to be said;” and “. . .is necessary”) served as distrac-
tors. A mean index of the three items focusing on perceived
offensiveness was then computed per participant and post
(M ¼ 4.44, SD ¼ 2.10, xh ¼ 0.93).

Harm to society. Additionally, participants were asked
whether they agreed with three statements focusing on the
post’s harm to society (“Posts like this. . .” “are harmful to
society;” “threaten relationships between social groups;”
“prevent a dialogue between social groups”) on a 7-point
scale, building on Saleem et al. (personal communication) and
Leets (2001). Again, a mean index was computed per partici-
pant and post (M ¼ 4.22, SD ¼ 2.02, xh ¼ 0.95).

Deletion intention. Focusing more on behavioral aspects
and forcing a clear decision, participants were also asked:
“Suppose you had the authority to remove posts from the dis-
cussion. Would you delete this post?” They could then indi-
cate whether they would do so (“yes”) or not (“no”). Overall,
the participants chose “yes” in 42.2% of all post evaluations.

Control variables

Perceived similarity to the creator of the post. After each post,
the participants were also asked to assess how similar they
perceived themselves to be to the creator of the post by
responding to the statement: “Based on this post, how similar
are you to the person who wrote the post?” on a 7-point scale
ranging from not at all similar (1) to very similar (7), M ¼
3.16, SD ¼ 2.13.

Perceived similarity to the group attacked in the post.
Similarly, after each post, the participants were asked to as-
sess how similar they perceived themselves to be to the group
attacked/mentioned in the post (e.g., people supportive of
gender-sensitive language in the posts arguing against gender-
sensitive language) by responding to the statement: “And how
similar are you to the group that is criticized in the post?”
(same scale as above, M ¼ 2.75, SD ¼ 1.96).

Attitudes toward the topic of the post. Prior to exposure to
the stimuli, to assess their own attitudes toward the four
topics, the participants were asked to respond to one state-
ment per topic (e.g., “Gender-sensitive language should be
used in the media and in public communication”) on a scale
from strongly disagree (1) to strongly agree (7). Four addi-
tional statements on other topics served as distractors, with
statements displayed in a randomized order per participant.
Overall, the participants tended to be critical of gender-
sensitive language (M ¼ 2.82, SD ¼ 2.12) and supportive of
abortion rights (M¼6.08, SD¼ 1.60), while being somewhat
more torn on the overall positive effects of migration
(M¼ 3.38, SD ¼ 1.86) and the switch to renewable energies
(M¼ 5.19, SD¼ 1.91).

Satisfaction with the political system. The 4-item, 7-point
German Satisfaction with the Political System Short Scale
(SPS; Dentler et al., 2020) was used to measure the partici-
pants’ political satisfaction, with higher values indicating
more satisfaction (M¼3.84, SD¼1.54, xh¼0.84).

Left–right self-placement. The participants’ political atti-
tudes were measured by using the one-item left–right self-
placement scale (Breyer, 2015). Participants were asked to
place themselves on a 9-point rating scale with the extreme
poles labeled left (1) and right (9), M ¼ 4.89, SD ¼ 1.69.

Support for free speech. All further measures were obtained
after exposure to all posts. Attitudes toward free speech were
measured using the 3-item, 7-point scale developed by Riedl
et al. (2021), with higher values indicating higher support for
free speech (M ¼ 5.90, SD ¼ 1.23, xh ¼ 0.89).

Personality traits. The participants’ personality traits were
measured by using the Big Five Inventory-SOEP (BFI-S;

Figure 1. Example for a post used in the study.

Note: All used stimulus wordings and their translations are available in the OSF repository.
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Schupp & Gerlitz, 2008). The scale measures neuroticism, ex-
traversion, openness, conscientiousness, and compatibility
with 15 items (three items for each personality trait) on a
7-point scale. Internal consistency was acceptable for extra-
version (M ¼ 4.54, SD ¼ 1.41, xh ¼ 0.77) and neuroticism
(M ¼ 4.02, SD ¼ 1.41, xh ¼ 0.73), but constricted for open-
ness (M ¼ 4.79, SD ¼ 1.29, xh ¼ 0.67), conscientiousness
(M ¼ 5.72, SD ¼ 1.05, xh ¼ 0.66), and agreeableness (M ¼
5.39, SD ¼ 1.06, xh ¼ 0.54).

Sociodemographic variables and social media use. Finally,
the participants reported various sociodemographic charac-
teristics (see below) and their use of Facebook (M ¼ 5.01, SD
¼ 2.98), Twitter (M ¼ 2.40, SD ¼ 2.33), Instagram (M ¼
4.26, SD ¼ 3.15), and TikTok (M ¼ 3.04, SD ¼ 2.83) on a 9-
point scale ranging from never (1) to almost every hour (9) in
a screening questionnaire placed at the beginning of the ques-
tionnaire. 14.9% never use any of those four social media
platforms.

Participants

The participants were recruited through a commercial online
access panel hosted by Bilendi. The sample was assembled
using nationally representative quotas for age, gender, and ed-
ucation. All participants received financial compensation
through the panel provider.

In total, 1,099 participants completed the questionnaire
and passed an attention check placed before the post evalua-
tions. Seven participants were excluded due to missing data;
further 128 participants were excluded due to speeding or
spending less than 10 s on the initial post evaluation page.
The final sample of 964 participants was made up of 52.2%
female, 45.7% male, and 0.1% non-binary persons, with age
ranging from 18 to 86 (M¼45.5 years, SD¼15.1). 22.8% of
participants hold a university degree.

Data preparation and statistical modeling

Several of the measures outlined above were modified for the
data analysis. First, the multi-categorical variables gender and
education were reduced to binary variables. Second, all metric
predictors were mean-centered. Third, attitudes on the topic
of the post were inverted for two attitude measures (gender-
sensitive language, migration); thus, higher values for all atti-
tude measures indicate higher agreement with the content of
the post.

Because the participants evaluated four posts each, the de-
pendent measures are not independent. Furthermore, stimulus
wordings varied across topics. For all models, we thus esti-
mate crossed random intercepts for both participants and
topics. While we keep those models deliberately simple by
only including binary predictors for profanity, attacks toward
arguments, offensive stereotyping, and violent threats, we fur-
ther investigate the robustness of the effects with a multiverse
analysis (also known as specification curve analysis;
Simonsohn et al., 2020; Steegen et al., 2016). A multiverse
analysis seeks to identify the influence of conceptual and ana-
lytical decisions on the measured effects by identifying and
modeling “the set of theoretically justified, statistically valid
and non-redundant specifications” (Simonsohn et al., 2020,
p. 1208). Such conceptual and analytical decisions may en-
compass the use of different operationalizations of predictors
and outcomes, different subsets of samples, the (non-)inclu-
sion of covariates, and the model estimation technique. All
relevant specifications (i.e., reasonable combinations of these

decisions) are modeled individually; the results then show the
variance in the effects of interest (e.g., contrasts between fac-
tor levels) between different model specifications and provide
insights into how particular specifications contribute to this
variance.

Results
Confirmatory analyses: the effects of incivility and

intolerance on perceptions of offensiveness, harm

to society, and deletion intentions

We used linear and logistic multi-level regression models to
test Hypotheses 1–5. The models included binary predictors
for profanity, attacks toward arguments, offensive stereotyp-
ing, and violent threats. The results, shown in Table 1, indi-
cate that there are no significant effects of profanity or attacks
toward arguments on perceived offensiveness, perceived harm
to society, and the intention to delete a post. However, there
are significant positive effects of offensive stereotyping and vi-
olent threats on all three outcomes (i.e., the presence of these
norm violations leads to an increase in perceived offensive-
ness, harm to society, and likelihood to report a deletion in-
tention). To illustrate this, the third model predicts the chance
of a participant to express the intention to delete a post at
17% [95% confidence interval (CI): 12%–22%] for posts
containing only profanity, likewise at 17% (12%–23%) for
posts containing only attacks on arguments, at 26% (19%–
34%) for posts containing only offensive stereotyping, and at
52% (42%–61%) for posts containing only violent threats.3

These results thus oppose H1a–c and H2a–c, which predicted
an increased perceived offensiveness, perceived harm to soci-
ety, and intention to delete for the presence of profanity and
attacks toward arguments (i.e., incivil comments), and con-
firm H3a–c and H4a–c, which predicted the same effects for
offensive stereotyping and violent threats (i.e., intolerant com-
ments). Consequently, H5, which predicted stronger effects
on the three outcomes for the intolerant norm violations than
the incivil ones can be confirmed as well.

Exploratory analyses: multiverse analysis of

conceptual and analytical specifications

We identified the following conceptual and analytical deci-
sions that may affect the confirmatory results: First, we fo-
cused on three different outcomes [(1) perceived
offensiveness, (2) perceived harm to society, and (3) deletion
intention]. Second, the confirmatory analyses included only
main effects of the four investigated norm violations, while
the literature suggests that some norm violations may also
work in tandem. We thus consider (1) the main effect-only
model as well as (2) a model that also includes all possible
two-way interactions between the four norm violations.
Third, we account for topic effects by either (1) including ran-
dom intercepts per topic or (2) also estimating random slopes
for all four norm violations across topics. Fourth, we fit these
models based on (1) the final sample as outlined above, (2) ex-
cluding all non-users of social media in this sample, and (3)
expanding the final sample with participants excluded for
speeding to account for differences in perceptions related to
social media use habits (see above) and the inherent arbitrari-
ness of speeding cutoffs. Last, we examine the influence of
control variables on the effects of the four norm violations on
the outcomes by (1) including no control variables (as in the
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confirmatory analyses), (2–11) including 10 different, poten-
tially relevant context- or person-specific covariates (see the
section The influence of context- and person-specific factors)
one at a time, and (12) including all 10 covariates at the same
time in the models. This leads to 3 � 2 � 2 � 3 � 12 ¼ 432
model specifications estimated in the multiverse analysis.

The results of the 288 model specifications predicting per-
ceptions of offensiveness and harm to society are displayed in
Figures 2a and b and 3a and b.4 In general, the results support
the assumption that intolerant norm violations lead to stron-
ger effects than incivil norm violations. Across all specifica-
tions, the effects of offensive stereotyping and violent threats
(i.e., the intolerant norm violations) are positive (i.e., leading
to higher perceived offensiveness and harm to society) and
significant in 100% of all cases (see Figure 3a). Contrariwise,
the effects of profanity and attacks toward arguments (i.e.,
the incivil norm violations) are positive and significant in only
46.5% and 37.2% of call cases, respectively (see Figure 2a).

Regarding the effects of the individual specifications, the
multiverse analysis revealed that when controlling for the per-
ceived similarity to the person who violated social norms (the
alleged poster), the effects of norm violations were generally
smaller. This suggests that whether someone feels offended or
perceives harm to society depends on whether they perceive
themselves to belong to the same social group as the norm vi-
olator or not. We also find that all four norm violations af-
fected perceived offensiveness more than perceived harm to
society. This was especially the case for profanity (ratio of me-
dian effect size: 2.19) and attacks toward arguments (2.32),
where contrasts between a post containing either norm viola-
tion and posts not containing either norm violation were, on
average, more than twice as large for the perceived offensive-
ness measure when compared with the perceived harm to so-
ciety measure.

Overall, the variance in the effect size for both intolerant
norm violations was mostly due to the different outcomes
(perceived offensiveness vs. perceived harm to society), which
accounted for 89.5% (offensive stereotyping) and 62.3% (vi-
olent threats) of the total effect size variance. In contrast, the
relationship between the predictors (main effect-only models
vs. two-way interaction models) explained the majority of ef-
fect size variance for profanity (71.7%) and to a lesser degree

for attacks toward arguments (41.1%).5 This suggests that
these two incivil norm violations mostly explain variance in
our measured outcomes if their interactions with the intoler-
ant norm violations are accounted for.

Finally, as all 10 investigated control variables were in-
cluded in 72 models each, we can also share some exploratory
findings on the effects of these control variables on the three
measured outcomes. Higher perceived similarity to the alleged
poster consistently predicted a decrease in perceived offensive-
ness, perceived harm to society, and deletion intention (100%
of all effects negative and significant). Likewise, higher per-
ceived similarity to the group attacked in the post consistently
predicted an increase in the three outcome measures (100%
of all effects positive and significant). The effects of the other
control variables were less consistent, with only users’ attitude
on the topic of the post and their satisfaction with the political
system having the same effect in more than 80% of all mod-
els: A more similar attitude to the stance expressed in the post
predicted a significantly lower perception of offense, harm to
society, or deletion intention in 83% of all models the covari-
ate was included in, whereas a higher satisfaction with the po-
litical system predicted significant increases in the outcome
measures in 93% of all models. Less consistent effect esti-
mates were found for the left–right self-placement, support
for free speech, agreeableness, as well as age, gender, and
formal education.6

Discussion

Building on recent research that challenges the notion that in-
civility in online discussions is inherently detrimental (Oh
et al., 2021; Rossini, 2019, 2022), this study relies on a dis-
tinction between incivil and intolerant user comments and
investigates how online users perceive and react to these dis-
tinct forms of antinormative discourse online. To do so, we
have conducted a preregistered factorial survey experiment
with a nationally representative sample of n ¼ 964 German
online users and presented them with manipulated user com-
ments that included statements associated with incivil (pro-
fanity; attacks toward arguments) and intolerant discourse
(offensive stereotyping; violent threats).

Table 1. Regression models predicting offensiveness, harm to society, and deletion intention

Model (1) Offensiveness (2) Harm to society (3) Deletion intention

Fixed effects Coef. 95% CI Coef. 95% CI Coef. 95% CI

Incivility
Profanity 0.11 [�0.01 to 0.22] 0.03 [�0.08 to 0.15] 0.04 [�0.13 to 0.21]
Attacks toward arguments 0.10 [�0.01 to 0.20] 0.03 [�0.08 to 0.13] 0.04 [�0.12 to 0.20]

Intolerance
Offensive stereotyping 0.77 [0.66–0.88] 0.43 [0.32–0.53] 0.59 [0.43–0.76]
Violent threats 1.45 [1.35–1.56] 1.14 [1.04–1.24] 1.73 [1.55–1.90]

Variance components
r (Participant) 1.01 1.01 1.24
r (Topic) 0.35 0.39 0.33
r (Residuals) 1.63 1.61

Model fit
Conditional R2 0.41 0.37 0.43
Marginal R2 0.15 0.09 0.14
AIC 15,646.26 15,576.14 4609.45

Notes: Linear (Models 1 and 2) and logistic (Model 3) multilevel regression models with random intercepts for participants and topics. nPosts ¼ 3,856,
nParticipants ¼ 964, nTopics ¼ 4. Coefficients are unstandardized regression coefficients. R2 for generalized linear multilevel models as proposed by Nakagawa
et al. (2017).
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The findings provide evidence that—in line with content-
analytical research and the theoretical distinction between
incivility as a primarily rhetorical asset and intolerance as a
behavior that threatens democratic values (Oh et al., 2021;
Rossini, 2019, 2022)—participants consistently perceive

intolerant statements as more offensive and more harmful to
society than incivil ones. Likewise, they report a higher inten-
tion to delete comments that contain intolerance when com-
pared with incivility. An exploratory multiverse analysis
demonstrates that the effects are robust across a range of

Figure 2. Multiverse analysis of the effects of incivility (288 specifications).

Notes: The upper panel (a) shows the specification curve as contrasts and their 95% confidence intervals, estimated at sample means and the response scale, of

norm violations present rather than not present. The lower panel (b) shows the effects of the individual analytical choices on the contrasts, with each tick

representing one model. Negative significant contrasts [i.e., 95% confidence intervals (CIs) not overlapping 0] are plotted in red, non-significant contrasts in gray, and

positive significant contrasts in blue.
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analytical decisions, including different model specifications
and adjusting for the influence of theoretically relevant con-
text- and person-specific factors. Thus, our results also reflect
previous studies that have shown that intolerant behaviors—
encouraging harm and using racial or sexual slurs—are per-
ceived markedly worse than incivil ones such as resorting to
vulgarity or attacking one’s stand on issues (Stryker et al.,

2016, 2022). The strong effects of intolerant utterances on
participants’ deletion intentions furthermore support research
showing that hateful comments are more likely to get flagged
than “mere” disparaging comments (Kunst et al., 2021) and
that calls for violence in comments drastically increase users’
reporting intentions (Wilhelm et al., 2020). Our findings are
important for understanding democratic discourse online, as

Figure 3. Multiverse analysis of the effects of intolerance (288 specifications).

Notes: The upper panel (a) shows the specification curve as contrasts and their 95% CIs, estimated at sample means and the response scale, of norm violations

present rather than not present. The lower panel (b) shows the effects of the individual analytical choices on the contrasts, with each tick representing one model.

Negative significant contrasts (i.e., 95% CIs not overlapping 0) are plotted in red, non-significant contrasts in gray, and positive significant contrasts in blue.
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they suggest that intolerant comments can severely impair
the quality of online discussions. Such comments create an
environment that is perceived as hostile to individuals and so-
cial groups, which in turn hinders the ability to engage in
respectful and constructive debates, especially on controver-
sial political issues. The observed effects on deletion intentions
furthermore suggest that users may support moderation
policies aimed at curbing threatening or harmful speech,
highlighting the need for platform providers to address these
types of norm violations in a targeted manner.

The multiverse analysis revealed that the specific dependent
variable measured is the central source of variation in the
effects of the four incivil/intolerant norm violations. This
means that the impact of incivil and intolerant comments
varies depending on the outcome of interest. Whether people
are considering their personal outrage, danger to others, or
the comment’s relevance to the discussion, the effects differ.
For instance, we consistently found stronger effects on per-
ceived offensiveness than on perceived harm to society, sug-
gesting that personal considerations are more affected than
societal ones. The different outcomes were by far the main
source of variation for the effects of the intolerant norm viola-
tions, which suggests that other modeling decisions were less
relevant here. Conversely, the effects of the incivil norm viola-
tions were more dependent on other modeling decisions, espe-
cially the relationship between the predictors: Both profanity
and attacks toward arguments (i.e., the incivil norm viola-
tions) were more likely to affect the outcomes when their
interactions with intolerance were considered. Thus, incivil
norm violations may act more as an “intensifier,” whereas in-
tolerant norm violations seem to affect readers’ perceptions
and reactions more globally.

From a methodological perspective, our findings also have
implications for computational approaches of incivility detec-
tion. Large-scale, automatic investigations of online incivility
often rely on binary classifiers (Theocharis et al., 2020; Unkel
& Kümpel, 2022) that subsume several (sub-)dimensions of
incivility and intolerance under one umbrella. While these
investigations may adequately capture trends in discussion
tone, they are not able to distinguish between the conceptually
and empirically different notions and nuances in discussion
substance that incivil and intolerant norm violations entail. At
the moment, it seems easier to automatically detect incivil
rather than intolerant utterances, as especially the subtype of
profanity is often rooted in single (e.g., four-letter) words,
whereas intolerant norm violations such as offensive stereo-
typing are usually more subtle and contextual (e.g., Stoll
et al., 2020). This is not only relevant for computational
content-analytical research, but also for practitioners (e.g.,
community managers), because automated moderating tools
are more likely to detect incivil rather than intolerant com-
ments—though the latter are by far the more serious problem
and, as our study shows, also perceived as such by users.

The generalizability of our results is subject to certain limi-
tations. First, while the factorial survey design guaranteed
high internal validity and enabled us to systematically investi-
gate the influence of the four subtypes of incivility/intolerance,
the external validity is compromised. For methodological rea-
sons, each norm violation (e.g., profanity) was located in an
individual statement, albeit content analyses have shown that
incivility and intolerance are not independent of each other in
real online discussions (Oh et al., 2021; Rossini, 2022).
Specifically, these studies suggest that intolerant comments

are more likely to be both intolerant and incivil (e.g., because
violent threats are coupled with profanity). While on the level
of the comment, co-occurrences of incivility and intolerance
were possible in our study, individual statements had to be
designed to only reflect one specific subtype. Moreover, al-
though the literature identifies more subtypes of incivility/in-
tolerance than we examined, we had to focus on two subtypes
each due to resource constraints and avoiding an “overload”
of the stimulus, as each additional subtype would have re-
quired an additional clause in the post. Future research should
extend our findings by testing whether other subtypes of inci-
vility/intolerance show comparable effects on users’ percep-
tions and reactions.

Second, we measured our outcome variables only for single
comments, thus ignoring possible effects on the dynamics of
online discussions. While, for example, profanity was per-
ceived as “less bad” in our study, it might serve as a gateway
for worse norm violations in the further course of the discus-
sion. Indeed, previous research has shown that “incivility
foments incivility” (Chen & Lu, 2017, p. 121), with norm-
violating comments prompting more norm-violating replies in
CMC settings (see also Kim et al., 2021; Shmargad et al.,
2022; Unkel & Kümpel, 2022). Future research could vali-
date our findings by integrating the manipulated comments
into a functional comment section that enables actual user en-
gagement (for such an approach see, e.g., Kalch & Naab,
2018).

Third, our participants were exposed to posts from
an undefined social media platform, with the only deductible
information being that the platform affords a high degree
of anonymity—posters were only identified by names like
“User#1234” and nondescript icons. However, research sug-
gests that differences in perceived affordances between social
media platforms are related to varying perceptions of the
prevalence of incivility (Sude & Dvir-Gvirsman, 2023), imply-
ing that users’ perceptions of offensiveness or harm to society
may be affected as well. Especially when studying existing so-
cial media platforms or communities, researchers need to con-
sider how their unique architectures and platform norms
influence how incivil/intolerant utterances are evaluated (see
also Rieger et al., 2021).

Fourth, we conducted our study in Germany, which is why
our results may not be generalizable to other countries and/or
cultural contexts. Indeed, Germany has one of the most re-
strictive anti-hate speech laws (Hawdon et al., 2017), which
could explain the observed strong effects of the intolerant
norm violations in particular. While first cross-national ex-
perimental research—comparing the Netherlands, UK, and
Spain—suggests that “some, if not most, forms of incivility
are not dependent on country-context but rather unacceptable
everywhere” (Otto et al., 2020, p. 101), results might look
different in other countries. For instance, in the United States,
the significance of freedom of speech may lead to a more le-
nient approach to verbal norm violations and thus less nega-
tive perceptions. Accordingly, we encourage other researchers
to conduct replications of our study in different cultural
contexts.

Notwithstanding these limitations, our study provides im-
portant insights into how online users perceive and react to
distinct forms of antinormative discourse. By adding the per-
spective of the users, the findings support the assumption that
it is not incivility, but intolerance that threatens the quality
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and substance of political discussions on social media
platforms.
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Notes

1. Prior research has repeatedly shown the high prevalence of vulgar-

ity and profanity in online comments (Coe et al., 2014; Oh et al.,

2021; Sood et al., 2012), which is often used to lend weight to an

argument or when “ranting” on a topic. While seemingly not the

most prevalent type of incivility (Rossini, 2019), attacks toward

arguments were particularly pertinent to our thematic focus on po-

litical discussions associated with distinct pro and con arguments.

Compared with valid criticism, such incivil attacks do not simply

question the appropriateness of an argument, but aim at invalidat-

ing and verbally discrediting it.

2. Abortion is and remains a hot topic in many countries of the EU

(Grimm & Stavenhagen, 2016) and has received renewed attention

in 2022, because the German Bundestag ended the ban on the ad-

vertisement of abortion services. Migration is routinely named one

of the “most important problems” in the long-standing German

election poll Politbarometer and was also among the four topics

with the highest media presence in 2022 (von Pokrzywnicki, 2022).
3. For comparison: The chance to express the intention to delete is at

16% (11%–22%) for posts containing no incivil and intolerant

expressions, and at 67% (59%–76%) for posts containing all four

norm violations.
4. As our third outcome deletion intentions necessitates logistic in-

stead of linear models, coefficients and effects are not directly com-

parable with the models on perceived offensiveness/harm to

society. The analysis of the remaining 144 specifications focusing

on deletion intentions can be found in the OSF repository, with

results being similar to the ones outlined for the two perceptual

outcomes.

5. Again, this pattern also holds for deletion intentions.
6. See Figure A3 in the OSF repository file OSF_Appendix.pdf for an

overview of all control variable effect estimates across all model

specifications.
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