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Abstract
Although many social media users have reported encountering hate speech, differences 
in the perception between different users remain unclear. Using a qualitative multi-
method approach, we investigated how personal characteristics, the presentation form, 
and content-related characteristics influence social media users’ perceptions of hate 
speech, which we differentiated as first-level (i.e. recognizing hate speech) and second-
level perceptions (i.e. attitude toward it). To that end, we first observed 23 German-
speaking social media users as they scrolled through a fictitious social media feed 
featuring hate speech. Next, we conducted remote self-confrontation interviews to 
discuss the content and semi-structured interviews involving interactive tasks. Although 
it became apparent that perceptions are highly individual, some overarching tendencies 
emerged. The results suggest that the perception of and indignation toward hate speech 
decreases as social media use increases. Moreover, direct and prosecutable hate speech 
is perceived as being particularly negative, especially in visual presentation form.
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The conversational tone online has become noticeably more aggressive in recent years as 
social media platforms have emerged as a space in which hostility and hate speech flour-
ish (e.g. Mondal, 2017). As representative surveys have shown, many Internet users 
around the globe have reported being exposed to hate speech. Whereas self-reported 
exposure has ranged from approximately 28% among New Zealanders at least 18 years 
of age (Pacheco and Melhuish, 2018) to 64% among 13- to 17-year-old Americans 
(Common Sense, 2018), in Germany, the number has continuously risen and even 
reached 78% in 2021 (Steppat, 2021). Young users especially report frequent exposure to 
the form of incivil online communication called hate speech, defined as the expression 
of “hatred or degrading attitudes toward a collective” (Hawdon et al., 2017: 254). 
Although the results of standardized surveys suggest that many Internet users have been 
exposed to hateful content online, they reveal little about how specific user groups per-
ceive hate speech and which contextual factors influence their perceptions. Beyond that, 
few studies have investigated whether, not to mention how, social media users perceive 
different forms of online incivility differently (e.g. Kenski et al., 2020). Moreover, 
because the research to date has focused on confronting participants with isolated state-
ments, it has ignored the influence of the social media environment and the specific form 
in which hate speech is expressed. Indeed, hate speech can have many faces that may be 
perceived, recognized, and/or understood differently among users with unique back-
grounds and normative concepts (Bormann et al., 2021).

Despite the large body of research on the prevalence of hate speech on social media 
(Matamoros-Fernández and Farkas, 2021), we argue, along with Bormann et al. (2021), 
for a sharper focus on the audience and how individual characteristics and contextual 
factors shape their perceptions. That focus is essential to developing adequate interven-
tion strategies (Rafael, 2021) and finding ways of counteracting the normalization of 
hate speech on social media (Bilewicz and Soral, 2020).

To address the mentioned gaps in the research, we first reviewed the literature on the 
topic before elaborating the following three sets of different characteristics that might 
influence perceptions of hate speech on social media: (1) personal characteristics of the 
social media users, (2) the presentation form of hate speech, and (3) content-related char-
acteristics. In a preregistered qualitative multi-method study with 23 German-speaking 
social media users 18- to 67 years old, we next examined the role of those characteristics 
in perceptions of hate speech. Given our interest in both users’ initial recognition of hate 
speech and their detailed engagement with and evaluation of such content, we distin-
guished first-level from second-level perceptions of hate speech. Our study revealed 
considerable differences regarding the presentation form and directness of hate speech, 
with direct, visual representations exerting the most decisive impact on social media 
users. Furthermore, differences in perceptions and reactions depended on participants’ 
age and social media usage, which indicates potential desensitization to hate speech in 
cases of frequent exposure. Overall, however, perceptions of hate speech seemed to be 
remarkably individual.
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The prevalence and dissemination of hate speech on social 
media

Hate speech is a type of hostile online communication targeting social groups to insult, 
degrade, or belittle their members (Hawdon et al., 2017). As such, hate speech is regarded 
as an extreme expression of online incivility, broadly defined as bearing “features of 
discussion that convey an unnecessarily disrespectful tone” (Coe et al., 2014: 660). 
Although numerous definitions of hate speech have emerged in recent years (Paasch-
Colberg et al., 2021), our study focused on the public expression of hate or degrading 
attitudes toward a collective, whose targets are devalued based on group-defining char-
acteristics (e.g. race and/or religion) instead of individual traits (Rieger et al., 2021). In 
Germany, most online hate speech recognized by Internet users is directed toward politi-
cians and minorities and focuses on their race, religion, and/or sexual orientation 
(Geschke et al., 2019). Moreover, women are often victims of sexist hostility or stereo-
typical gender-based hate speech (Henry and Powell, 2018).

Although hate speech can be expected wherever discourses occur online, such speech 
thrives on social media platforms, where hatred and agitation are widespread (Matamoros-
Fernández and Farkas, 2021; Zhang and Luo, 2019). Social media platforms seem to be 
the perfect place for disseminating hate speech due to not only several of their defining 
characteristics but also the characteristics of social media users. For one, social media 
platforms enable hate groups to develop, connect, and organize, even internationally, and 
the resulting clusters of hate (Johnson et al., 2019) facilitate the spread of hate speech 
across platforms (Nakamura, 2014). For another, actual or perceived anonymity in social 
media environments and the invisibility of other individuals can embolden users to “be 
more outrageous, obnoxious, or hateful in what they say” (Brown, 2018: 298). Moreover, 
social media networks act as “amplifiers and manufacturers of racist discourse by means 
of their affordances and users’ appropriation of them” (Matamoros-Fernández, 2017: 
949). Together with their algorithmic recommendation systems, their interactive tools 
(e.g. comment and share functions) facilitate the mainstreaming of incivil content such 
that even uninvolved users find themselves confronted with hate speech (Matamoros-
Fernández, 2017, 2018; Schulze et al., in press). Finally, the operators of social media 
platforms often act out of economic considerations, not considerations prioritizing com-
munity welfare (Matamoros-Fernández, 2018). In response, in Germany, as in many 
other countries, new measures to restrict hate speech on social media platforms have 
been implemented; however, those measures represent only a few of the strategies 
needed to combat hate speech. To adequately prepare individuals for measures against 
such incivility, it is equally important to understand how social media users perceive hate 
speech (Rafael, 2021).

Contextual factors of social media users’ perceptions of 
hate speech

The way in which social media content is perceived depends on a variety of contextual 
factors. As any other media perception, the perception of hate speech is not universal but 
hinges on individuals’ characteristics, the presentation of the message, and its content. As 
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for what we mean by perception, in our study, we referred to Ohme and Mothes’ (2020) 
systematization of selective exposure on social media and differentiated two levels of the 
perception of hate speech. First-level perceptions describe users’ attention to single posts 
containing hate speech while scrolling through social media feeds. Accordingly, first-
level perceptions involve recognizing hate speech and deciding “to slow down, or even 
stop scrolling . . . to look more carefully at a specific post, based on message cues that 
are immediately visible” (Ohme and Mothes, 2020: 1223). Thereafter, second-level per-
ceptions are possible, which describe a user’s more intensive engagement with the hate 
speech encountered. Those perceptions thus entail users’ feelings, attitudes, and opinions 
regarding the content.

Personal characteristics

Among social media users exposed to hate speech, different first- and second-level per-
ceptions of such speech may result from their social distance to and/or personal involve-
ment with the targeted group. Individuals targeted by hate speech and who have thus 
experienced threats to their social identity may pay more attention to hate speech and be 
more emotionally affected by it than individuals who have not. Research has suggested 
that being confronted with hate speech can have the same consequences as other trau-
matic events (Leets, 2002), cause frustration, fear, and anger (e.g. Masullo Chen and Lu, 
2017), and induce psychological stress or even depression (Gelber and McNamara, 
2016). Along with individuals who have previously been targeted by hate speech, women 
seem to have a heightened sensitivity to incivility in general and typically experience it 
as being more severe than men do (Kenski et al., 2020; Stryker et al., 2016). Moreover, 
preexisting attitudes seem to factor into perceptions of hate speech, for individuals are 
less likely to judge statements consistent with their own opinions as being hate speech, 
and vice versa (Wojatzki et al., 2018).

Another factor that might influence individuals’ perception of hate speech is their 
social media usage. Evidence suggests that exposure to hate speech increases with 
increased social media usage; in particular, the more often Internet users consume politi-
cal news on social media platforms, the more regularly they notice and consequently 
react to hate speech (Ziegele et al., 2020). Thus, for users who use social media more 
frequently, both first- and second-level perceptions of hate speech are likely to be more 
pronounced. Recent studies also indicate that past experience with hate speech can 
increase the likelihood of intervening against it (Schmid et al., 2022). On one hand, we 
might therefore assume that frequent social media users perceive hate speech as being 
particularly severe because they regularly encounter it, see the “whole picture,” so to 
speak, and are aware of the problems that it can cause. On the other hand, being fre-
quently exposed to hate speech may encourage desensitization to and the normalization 
of hate speech (Bilewicz and Soral, 2020; Santos et al., 2020) and thereby, lead to less 
recognition of (i.e. first-level perceptions) and less engagement with (i.e. second-level 
perceptions) such content.

Altogether, competing assumptions thus exist about whether and how the perception 
of hate speech differs according to level of social media usage, experiences with hate 
speech, and users’ overall awareness of the problem. Against that background, the first 
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goal of our exploratory study was to examine the role that those personal characteristics 
and factors play when individuals are confronted with hate speech on social media. To 
that purpose, we developed our first research question (RQ):

RQ1. What role do the personal characteristics of gender and age as well as social 
media usage and previous experiences with hate speech play in social media users’ 
perceptions of hate speech?

Presentation form

Hate speech on social media is communicated in different ways, not only within textual 
posts or user comments but also in (audio)visual forms such as videos and memes. 
Concerning user comments, experimental research has revealed that hateful and/or 
incivil comments not only induce negative emotions and/or hostile cognitions (Masullo 
Chen and Lu, 2017) but also influence users’ perceptions of the content commented upon 
(Prochazka et al., 2018). However, other research has shown that user comments at the 
bottom of webpages usually receives only minor attention, if they are read at all (Haßler 
et al., 2019), which may cause hate speech within user comments to be overlooked or 
recognized less than hate speech within original posts. Aside from comments, and in 
some contrast to the term hate speech, visual representations and text-image combina-
tions are widespread forms of online hate speech, especially memes (Schmitt et al., 2020; 
Zannettou et al., 2018). The visual character of such forms serves hate speech well, for 
images capture users’ attention and provoke their emotions better than text because they 
are processed faster, remembered more easily, and thus facilitate the association of spe-
cific information with concrete imagery (e.g. Powell et al., 2015; Stenberg, 2006). We 
might therefore assume that visual hate speech is not only recognized faster (i.e. first-
level perceptions) but also more provocative (i.e. second-level perceptions) than textual 
hate speech, especially when both forms are present in a social media feed. Building on 
the above, we asked the following:

RQ2. What role does the presentation form of hate speech content (i.e. textual or vis-
ual) play in social media users’ perception of hate speech?

Content-related characteristics

Regardless of its presentation form, hate speech can either be direct and “in your face” 
(Borgeson and Valeri, 2004)—for example, when featuring insults and direct verbal 
attacks—or more indirect and subtle (Meibauer, 2013). Such indirect forms of hate 
speech express hate more covertly by spreading negative stereotypes, strategically ele-
vating one’s in-group, and/or cloaking prejudices in supposedly ordinary statements 
(Åkerlund, 2021; Ben-David and Matamoros-Fernández, 2016). Examining the preva-
lence of those different types of hate speech on selected news sites, social media pages, 
and blogs, Paasch-Colberg et al. (2021) identified indirect stereotypical terms and gener-
alizations as being most prevalent in the context of anti-immigrant content than direct, 
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more extreme forms (e.g. threats of violence). In alt-right fringe communities, indirect 
hate speech is also more prevalent than direct hate speech, even though those communi-
ties are known for being outspokenly hateful (Rieger et al., 2021). However, other evi-
dence suggests that overt forms of hate speech containing threats of violence are 
perceived as being more threatening and harmful than hate speech without such threats 
(Leonhard et al., 2018). In general, compared with other forms of incivil communication, 
statements containing insulting language and name-calling (Kenski et al., 2020) as well 
as threats of violence and insults are rated as being the most incivil (Stryker et al., 2016). 
However, because hate speech was considered in isolation (i.e. not integrated into a web-
site or social media feed), those studies ignored the broader environment and context of 
the occurrence of hate speech as well as different levels of perception.

Explicit hate speech is often associated with its relevance in criminal law, although 
that association is not congruent in every case. Added to offenses under Germany’s 
Criminal Law Code (“Strafgesetzbuch; StGB”) and Network Enforcement Act 
(“Netzwerkdurchsetzungsgesetz”), many incidents of hate speech are not prosecutable 
(Wolter, 2020), even if they are no less harmful and/or entail direct offenses (Ben-David 
and Matamoros-Fernández, 2016). Thus, despite a more or less clear division between 
punishable and non-punishable hate speech under German law,1 it remains unclear 
whether punishable forms are also perceived as being worse or more hateful than non-
punishable ones. That question is particularly pressing given recent research on different 
types of hate speech showing that audiences perceive antagonistic stereotypes as being 
similarly incivil and harmful as direct hateful expressions (Ziegele et al., 2020). In some 
contexts, utterances of implicit hate speech are more likely to be classified as hate speech 
than their explicit counterparts (Benikova et al., 2018). Although direct hate speech may 
appear to be worse at first glance, indirect statements can have strong long-term media 
effects, especially if observed with frequency and consonance (Paasch-Colberg et al., 
2021).

Within indirect hate speech, humorous stylistic devices such as irony, sarcasm, and 
satire (Filibeli and Ertuna, 2021; Matamoros-Fernández, 2017) are common, particularly 
within visual presentation forms such as hate memes (Schmitt et al., 2020; Zannettou 
et al., 2018). That combination of hate speech with humorous elements can reduce the 
recognition of the hateful message as such because it is perceived as being only a joke 
(Billig, 2001). When using humorous phrases, communicators are less prone to be 
accused of discriminatory intentions (Woodzicka et al., 2015), which can cause audi-
ences to judge humorous hate speech as being less severe. Otherwise, if the hostile inten-
tions behind the humor are recognized, then audiences may judge such implicit forms as 
being even more severe. As Benikova et al. (2018) have suggested, the “sly, potentially 
deceiving nature of implicitness might be perceived as more hateful, whereas the same 
content expressed clearly might be perceived as more honest and thus less hateful” (p. 
177). Taken together, contradictory assumptions about the perception of the directness of 
different forms of hate speech and their relevance in criminal law are evident. Thus, our 
final RQ was the following:

RQ3. What role do the content-related characteristics of directness and relevance in 
criminal law regarding hate speech play in social media users’ perceptions of hate 
speech?
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Method

Design and participants

To answer our RQs, we conducted remote self-confrontation interviews with 23 German-
speaking social media users (age: 18–67, women: n = 12, educational degree of Abitur or 
higher: n = 12) during June and July 2021.2 Building upon a quota-based plan with the 
criteria of age, gender, and education (see preregistration for details), participants were 
recruited through the distribution of informative flyers and third parties (i.e. family 
members, colleagues, and former participants were asked to spread the word about the 
study). Lasting 45–80 minutes, the interviews were conducted on the videoconferencing 
platform Zoom, which allowed us to record the entire interviews and transcribe all rele-
vant aspects afterward. Each interview was conducted with the participant’s informed 
consent, and participants were made aware of their right to refuse participation and told 
about how the data would be used. The study was reviewed and approved by the first 
author’s university ethics committee, and each interviewee received €50 as an incentive 
for participation.

To answer our RQs, we adapted the self-confrontation interview method (Lim, 
2002). The method entails confronting participants with their behavior by means of an 
artifact (e.g. videos or screen capture recordings) and asking them to report the 
thoughts and feelings that they had while performing the behavior. The method’s 
chief benefit is that it allows participants to perform the behavior of interest largely 
undisturbed and without interference of researchers. Only afterward is the behavior 
addressed and discussed in detail. Our adaptation of the method altered two important 
aspects. First, we conducted the interviews remotely. Second, given our research 
interest, we did not confront participants with video recordings of their entire brows-
ing sessions but only with the manipulated social media feed that they were asked to 
browse. In doing so, we were able to direct discussions toward users’ reactions to the 
(hate speech) content encountered.

Our specific design involved four steps that allowed granular insights into users’ 
first- and second-level perceptions of social media content (see Figure 1 for an over-
view). First, we observed participants as they scrolled through the feed of a fictitious 
social media platform integrated with different forms of hate speech (Step 1: 
Observation; see Figure 2 and “Stimulus Material”). To create a plausible scenario for 
such activity, participants were not aware of the platform’s or the content’s fictitious-
ness but told that they were piloting a new social media platform free of content 
moderation and restrictions. Moreover, they were not told beforehand that the study 
focused on hate speech. No time limit was specified for the task, and participants 
were asked to view the content at their own pace. The observation focused on partici-
pants’ dwell times, intensity of their engagement with posts in the feed, and their 
nonverbal reactions, including facial expressions. After participants completed the 
browsing session, the simulated feed was brought back up, with the researcher scroll-
ing to pivotal posts on the feed to gather participants’ comments and evaluations (Step 
2: Self-confrontation). In a third step, additional semi-structured interviews were con-
ducted to gain insights into participants’ characteristics, attitudes, social media use, 
and awareness of and experiences with hate speech. Fourth, participants were asked 
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whether they would report specific hateful posts in an interactive setup (i.e. rate posts 
with a thumbs-up or thumbs-down). After completing the interviews, participants 
were informed about the study’s aim and debriefed regarding the fictitiousness of 
both the platform and the content displayed. We also provided participants with more 
information about hate speech and links to support websites.

Stimulus material

To investigate the impact of various forms of hate speech, we created stimulus material 
based on real-world hate speech by combining different forms with the abovemen-
tioned factors of content. Overall, nine posts—11% of the content in the simulated 
social media feed—contained elements of hate speech, which approximated the amount 
of hate speech on existing social media platforms (i.e. Twitter: Zhang and Luo, 2019). 
Considering different target groups, we selected hate speech addressing Jews, (immi-
grant) Muslims, women, and the lesbian, gay, bisexual, transgender, queer or question-
ing, intersex, and asexual (LGBTQIA+) community and thus covered a broad range of 
hate speech directed against people’s religion, ethnicity, gender, and sexual orienta-
tion, which are the most common targets of hate speech topics in Germany (Geschke 
et al., 2019). Regarding hate speech’s characteristics of directness and relevance in 
criminal law, we created the stimulus material with reference to theoretical considera-
tions and real-world hate speech.3 As shown in Table 1, a mixture of (non-)prosecuta-
ble, (in)direct, and textual and/or visual hate speech was created and integrated into the 
social media feed. The feed’s remaining content was designed based on real-world 
examples from social media platforms and featured various content, including pictures 
of nature, users’ status updates, and inspirational images.

Figure 1. Setup of the remote self-confrontation interview method.
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Figure 2. Extract from the (German) stimulus material.

Table 1. Investigated combinations of presentation form and content-related characteristics of 
the hate speech content in the stimulus material.

Presentation form

 Textual Visual

Content-related 
characteristics

Anti-Islam (user comment)
Indirect (through prejudice)
Not prosecutable

Anti-LGBTQIA+ (meme)
Indirect (through humor)
Not prosecutable

Anti-LGBTQIA+ (post)
Direct
Threat of violence §241 StGB

Anti-feminist (text-image)
Indirect (through stereotypes)
Not prosecutable

Anti-Islam (user comment)
Direct
Reward and approval of 
criminal acts §140 StGB

Anti-semitic (meme)
Direct
Incitement of the people §130 
StGB + Swastika §86a StGB

Anti-feminist (user comment)
Direct
Insult §185 StGB

Anti-semitic (meme)
Direct
Incitement of the people §130 StGB

 National socialistic (picture)
Direct (+indirect)
Swastika §86a StGB
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Data analysis

The data from interviews and observations were scrutinized using qualitative content 
analysis, which integrates inductive category formation and deductive category assign-
ment (Mayring, 2015). Accordingly, we relied on a predefined coding scheme that we 
developed based on our study’s focus as well as theoretical considerations and added 
categories during analysis to account for new themes and perspectives prevalent in the 
data. Both coding and analysis were performed in MAXQDA version 20.4.1. To ensure 
comparability and consensus, we organized a mutual exchange in which three research-
ers analyzed and discussed the data. Because the interviews were conducted in German, 
all quotations have been translated into English. The parenthetical expressions after the 
quotations—for example “(Sarah, 28, w)”—inform readers about the anonymized 
names, age, and gender of the quoted participants.

Results

Being confronted with most types of hate speech triggered either negative associations 
and emotions (e.g. anger or fear) or a lack of understanding among participants. However, 
some of the posts containing hate speech went unnoticed. Upon recognizing hate speech, 
most participants stopped scrolling through the feed for a moment; in a few cases, their 
recognition was visible in the form of frowns, raised eyebrows, and/or headshaking. The 
motivation to deal more intensively with the hate speech was low, primarily due to the 
participants’ self-protective avoidance of harmful content. Overall, qualitative data anal-
ysis revealed that personal and content-related characteristics as well as the presentation 
form of hate speech considerably shaped the perception of hate speech on social media 
platforms. In the following, we discuss the role of each of those factors on three levels: 
first-level perceptions (i.e. recognition of hate speech content), second-level perceptions 
(i.e. attitudes and opinions toward the hate speech), and presumed effects and intentions 
to engage in counterspeech or reporting.

The role of personal characteristics

Participants’ gender hardly seemed to be relevant for the perception of hate speech. Few 
women gave indirect hate speech against their group more attention and drew more per-
sonal conclusions than men but nevertheless stated that such utterances did not affect 
them personally. As one young woman explained, “This [content] somewhat belongs to 
the category of ‘If you think that, then I think it’s a pity’. But in that case, it doesn’t 
bother me very much” (Mara, 26, w).

Differences in perceptions based on participants’ age and social media usage were 
more clear-cut, even though those factors were associated in our sample. Whereas the 
recognition of hate speech was relatively low in all age and user groups, younger and 
more experienced social media users tended to recognize hate speech even less (i.e. first-
level perceptions). Moreover, upon identifying hate speech, those user groups dealt with 
it more cursorily (i.e. second-level perceptions were more superficial) because, for 
example, engaging with it was not perceived to be worthwhile or they simply did not 
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want to involve themselves with harmful content. They neither did so in our study set-
ting—“As soon as I realized that it was something about [hate speech], I moved on rela-
tively quickly, because I thought to myself, ‘I don’t even want to see that’” (Anna-Lena, 
19, w)—nor did they report doing so in their daily life: “If this post appeared on my 
Facebook feed, I would just shake my head and scroll on” (Markus, 28, m). Among older 
participants, who generally use social media less often, attention was somewhat greater 
and reactions observed through facial expressions more emotional, often due to their lack 
of familiarity with hate speech on social media: “I think I looked at this [user comment 
containing hate speech] longer than at this [main post], because I felt that it can’t be true 
that someone would write something like that. I had to read it again” (Sandra, 66, w).

Taken together, desensitization to and the normalization of hate speech resulting from 
frequent exposure seem likely, as one participant also suspected, “When I see something 
like that for the first time, it really affects me. . . . But if you already know about it, then 
you’re more resistant to it” (Katharina, 19, w). After being targeted with incivil com-
ments online herself, one woman, for example, avoided further elaborating on hate 
speech in our study. She reported preferring to ignore it instead, for she had had the nega-
tive experience of personally confronting the perpetrators, failing to make any differ-
ence, and thus feeling worse afterward. Since then, she has concluded somewhat 
resignedly, “It would be nice if that no longer existed. But it would also be nice if there 
were no more war in the world” (Antonia, 28, w).

In addition to past experiences, individual character traits and users’ social environ-
ments emerged as being relevant for both first- and second-level perceptions of hate 
speech. For example, a 23-year-old student stood out among the participants due to his 
commitment to equal rights, interest in political discussions, and awareness of hate 
speech. Whereas other participants of his age group were less attentive to hate speech 
content, he demonstrated relatively extreme concern and highlighted hate speech’s 
adverse effects on society. Likewise, a 60-year-old participant was noticeably upset and 
shared insights from his personal experience, which may explain his emotional reaction 
to hate speech: “These [posts] make me notice how it [outrage] surges inside me. And 
that’s what drove me to burnout. Such disdain. Such devaluations of people. For me, 
that’s the worst” (Georg, 60, m).

The role of presentation form

Regardless of content, images attracted more attention both quantitatively and qualita-
tively, which explains why visual hate speech was recognized more often than textual 
hate speech (i.e. first-level perceptions). When we asked participants about their first 
impression of the social media platform, they frequently recalled images. Regarding 
posts containing visual hate speech, most participants identified the visual design as 
being the primary reason for the salience of the posts, especially when they presented 
direct hate speech. The extremity of such content was also emphasized, “You see a swas-
tika like that—it may sound stupid—but you don’t see it every day” (Markus, 28, m). By 
comparison, indirect hate speech memes were seldom noticed, though it later became 
clear that the memes were not fully understood or not seen as being hateful (see next 
section).
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Unlike visual posts, hate speech within user comments was recognized only by a 
minority of participants, meaning that second-level perceptions rarely came to light. The 
reason most often stated for the lack of recognition was that comments are usually disre-
garded when scrolling through social media feeds, especially if the primary post’s topic 
is not of interest, but also to intentionally avoid harmful content. One participant 
described, “It’s a habit of mine [to avoid comments] . . . because for me they are totally 
devoid of content and often also very negative. They’re just stupid. I don’t read them 
anymore” (Luisa, 46, w). Along similar lines, posts consisting exclusively of text were 
rarely read completely and only when the first words piqued users’ interest owing to, for 
example, their recency or personal relevance. On top of that, participants were more 
likely to be aware of hate speech in textual form when conspicuous features such as capi-
tal letters or unusual words were used.

Concerning second-level perceptions, visual hate speech again seemed to exert a 
more substantial influence on participants than textual hate speech. As described, the 
content was often intentionally ignored as soon as the hateful intent was recognized. 
However, because images could be grasped far more readily, they quickly aroused emo-
tional reactions and lingered in participants’ minds because they had been “burnt in” 
(Daniel, 42, m). Participants especially described being shocked by visual hate speech: 
“That’s . . . phew . . . blatantly bad” (Carolin, 42, w) and “That knocked my socks off” 
(Alexander, 37, m). However, the decision to report hate speech depended less on its 
presentation form than on its content-related characteristics.

The role of content-related characteristics

We observed the most considerable differences in first- and second-level perceptions of 
hate speech depending on its directness. Whether hate speech was recognized at all pri-
marily hinged on its presentation form. However, directness was also a decisive factor. 
Indeed, some indirect hate speech was noticed but not perceived as being incivil or prob-
lematic by some participants. That dynamic was particularly true for humorous indirect 
hate speech targeting women that some men but also some women seem to have enjoyed: 
“Some may feel attacked, but I think it’s quite funny” (Annette, 28, w). We also noted 
that some of the posts with indirect hate speech in our stimulus material were not under-
stood due to unknown meme designs or the fact that some participants simply did not 
know specific terms (e.g. “pride flag”). In those cases and others, indirect hate speech 
often was skimmed over and perceived to be harmless. However, evidence suggests that 
it may influence audiences subliminally, as one participant also suspected,

Let’s say this was actually my feed, and I would read through it . . . and in between, there 
would always be something like this. . . . Subconsciously, it would have an effect on me. 
Subconsciously, it will do something to me. (Lars, 23, m)

Moreover, when elaborating on the content and recognizing the intent behind the 
indirect hate speech, a few participants rejected it even more strongly. One participant 
described the sequence of her reactions toward a hate meme: “Here I laughed briefly, 
because I didn’t really read the text but only saw the picture. . . . And then I read the 
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text and thought to myself, ‘Ugh. Okay. Nah’” (Maria, 34, w). Being more unambigu-
ously incivil, direct hate speech incited stronger emotional reactions, particularly out-
rage and disgust. In very few cases, direct hate speech resulted in a mirroring of 
aggression: “I’m outing myself now, but I really think that he [the poster] should be 
punched in the face” (Georg, 60, m). Those emotional reactions also transferred to 
participants’ reporting intentions. According to statements in the interviews, direct 
hate speech would have been reported more often, whereas many participants were 
unsure about the reporting of indirect hate speech. Participants often considered the 
hate speech’s relevance in criminal law, which for them was a clear, objective indica-
tion of whether posts should be removed from social media platforms, sometimes 
regardless of how they personally felt about the content: “I personally think that it’s 
horrendous . . . but I think that it probably doesn’t violate any law” (Josephine, 22, 
w). However, as participants stated, the intention to intervene with counterspeech 
depended more on one’s individual situation, although they also highlighted that it 
would be more likely if they knew the perpetrator.

Discussion

The results of our qualitative multi-method study highlight the relevance of considering 
both the context and individual users’ characteristics when examining hate speech. 
Combining observations of users’ behavior in response to a simulated social media feed, 
self-confrontation techniques, semi-structured qualitative interviews, and problem-
focused tasks, our exploratory investigation of 23 German-speaking social media users 
with various backgrounds produced valuable insights into how different forms of hate 
speech on social media are perceived. To gain a holistic picture, we examined both par-
ticipants’ first-level perceptions (i.e. recognition of hate speech) and second-level per-
ceptions (i.e. attitudes and opinions toward it).

Overall, our results emphasize that the question of whether hate speech is recognized 
at all is fundamental. If social media users do not see hate speech, or do not identify it as 
such, then they obviously cannot intervene against it. It became apparent during our 
study that direct and visual hate speech is particularly conspicuous in first- and second-
level perceptions and lingers in users’ memories, whereas textual and/or indirect hate 
speech often remains under the radar, which confirms assumptions of the picture superi-
ority effect (Stenberg, 2006). Likewise, user comments were rarely read, and hate speech 
within them thus went unrecognized. Concerning second-level perceptions, visual and 
direct hate speech was evaluated as being more drastic than textual and indirect forms. 
Likewise, hate speech relevant in criminal law was perceived as being more severe as 
well. That result is consistent with past findings indicating that direct hate speech con-
taining insulting language or threats of violence is perceived as being more hateful 
(Kenski et al., 2020; Stryker et al., 2016). Due to our study design, we could not assess 
whether indirect hate speech might indeed become more impactful when it occurs with 
consonance and high frequency, as Paasch-Colberg et al. (2021) have suggested. 
However, some participants who recognized the hidden hateful intent behind indirect 
hate speech after a more intensive elaboration perceived it in a particularly negative way 
and reasoned about its subliminal effects. Whether hate speech would be reported 
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depended heavily on whether the content was considered to be punishable. Otherwise, 
the effort did not seem to be worthwhile.

Based on our data, we cannot make any clear-cut conclusions about gender’s influ-
ence on perceptions of hate speech. Personal attitudes, however, considerably influenced 
first- and second-level perceptions of hate speech (Wojatzki et al., 2018). Moreover, 
younger and more frequent social media users among our participants tended to react less 
strongly to hate speech content, which could indicate tendencies of desensitization and 
normalization (Bilewicz and Soral, 2020; Santos et al., 2020). Such normalization carries 
the risk of becoming less involved with unpleasant content in general or even withdraw-
ing from political discussion (Barnidge et al., 2019). However, given the nature of our 
data and that age and social media usage were somewhat confounded in our sample, we 
were unable to untangle which factor is more decisive in that regard. Nevertheless, it can 
be concluded that the perception of hate speech is a highly individual matter and thus 
cannot be traced back fully to sociodemographic characteristics, the content of hate 
speech, or presentation form. In agreement with Bormann et al.’s (2021) findings, our 
results suggest that perceptions of incivility and, more specifically, hate speech are heav-
ily dependent on the specific (social media) context, normative attitudes, past experi-
ences with hate speech, and individual users’ characteristics. That finding also corresponds 
with the problem of gaining reliable annotations of hate speech when studying incivility 
with automated text analysis methods, for each annotator has different thoughts about 
what is more or less hateful (Benikova et al., 2018).

Limitations and directions for future research

Several limitations of our study warrant consideration. First, the results are limited to our 
qualitative sample of 23 German-speaking social media users. However, considering our 
research’s focus, it was necessary to concentrate on individual experiences and reactions 
to clarify whether and how different hate speech content is perceived in realistic social 
media environments. Future (quantitative) research could build on our findings by exper-
imentally investigating the influence of certain factors. Second, studies investigating the 
perception of hate speech likely depend on the participants’ home country due to specific 
national laws, which are somewhat more restrictive in Germany, especially relative to 
other democratic countries (Hawdon et al., 2017). In a similar way, the cultural back-
ground of the participants’ home country, which is historically unique in Germany, 
undoubtedly influences the perception of hate speech. Therefore, future research should 
investigate different legal regulations and country-specific cultural differences and their 
role in hate speech perceptions. Third, because we worked with a fictitious social media 
feed, our findings cannot entirely be transferred to real-world situations of social media 
usage characterized by a more personalized, more social experience. Nevertheless, 
because the feed was fully operational and perceived as being authentic, it was at least 
possible to study perceptions of hate speech in a more natural way than in past research. 
Due to ethical considerations, we told participants beforehand that the content on the 
platform was not moderated or restricted by regulations; thus, participants could have 
expected to be confronted with more extreme content. However, as our results show, 
even that priming did not induce participants to recognize all of the hate speech 
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integrated into the feed. Fourth, qualitative research settings are vulnerable to social 
desirability effects, especially when examining sensitive topics such as hate speech. In 
our study, all interviews were conducted by a young woman, which may have further 
increased social desirability, particularly concerning perceptions of sexist hate speech.

Conclusion

Our findings highlight the importance of examining individual and contextual percep-
tions of hate speech, which have implications for its dissemination and subsequent 
effects. As our study has shown, some forms of hate speech simply do not seem to be 
recognized by most users. However, targeted users may especially notice and be affected 
by it. According to our results, images and humorous elements seem to be the ideal 
means of spreading hate speech through social media. Accordingly, programs to foster 
media literacy should emphasize those indirect forms and call attention to how they can 
be recognized, understood, and effectively eradicated.
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and Strippel (2021: 7).

2. Using the “Qualitative Preregistrations” template provided by the OSF, we preregistered our 
study’s aims, RQs, design, and information about the process of data collection and analy-
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tions of ordinary social media users, the results of the interviews with police officers are not 
reported here.
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